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Abstract. The matrix Fejér-Riesz theorem characterizes positive semidefinite matrix

polynomials on the real line. In [30] this was extended to the characterization on arbitrary

closed semialgebraic sets K ⊆ R by using matrix quadratic modules from real algebraic

geometry. In the compact case there is a denominator-free characterization, while in

the non-compact case denominators are needed except when K is the whole line, an

unbounded interval, a union of two unbounded intervals, and according to a conjecture

of [30] also when K is a union of an unbounded interval and a point or a union of two

unbounded intervals and a point. In this paper, we confirm this conjecture by solving the

truncated matrix-valued moment problem (TMMP) on a union of a bounded interval and

a point. The presented technique for solving the corresponding TMMP can potentially

be used to determine degree bounds in the positivity certificates for matrix polynomials

on compact sets K [30, Theorem C].

1. Introduction

The matrix Fejér-Riesz theorem characterizes positive semidefinite (psd) matrix poly-

nomials on the real line (see [11, 12, 23, 24, 25] for some proofs). The statement in

[23, Appendix B] provides the most information, since it is shown that for every factor-

ization of the determinant of the given psd matrix polynomial there is a corresponding

factorization of the matrix polynomial. In [30] the second named author has extended

a characterization to arbitrary closed semialgebraic sets K ⊆ R by using matrix qua-

dratic modules from real algebraic geometry. Except for two special cases, the following

characterizations were obtained:

Theorem 1.1 (Theorem C and D in [30]). Let p be the size of matrix and K ⊆ R be a

closed semialgebraic set.

(1) If K is compact, then the matrix quadratic module is saturated for every p ≥ 1

and saturated description of K.

(2) If K = R or K is a union of two unbounded intervals, then the matrix quadratic

module is saturated for every p ≥ 1 and the natural description of K.

(3) If K is not compact, and is not

(i) R or a union of two unbounded intervals,

(ii) a union of an unbounded interval and a point, or

(iii) a union of two unbounded intervals and a point,
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Then the matrix preordering is NOT saturated for every p ≥ 2 and any valid

description of K.

The main technique used in [30] to establish the characterizations is induction on the

size of the matrices, where the base case is the scalar result of Kuhlmann and Marshall

[17, Theorem 2.2], the diagonalization method for matrix polynomials of Schmüdgen [28,

§4.3] and in the compact case the elimination of the denominator by a result of Scheiderer

[26, Proposition 2.7]. In the diagonalization method, the degrees of the polynomials can

grow exponentially with the size of the matrices, while [26, Proposition 2.7] uses the

Stone-Weierstraß theorem, in which the trace of the degrees is lost.

The natural description is a special case of saturated descriptions. Thus Theorem 1.1

states that except for the two unresolved cases (ii) and (iii), the natural description is the

best possible in terms of saturation of matrix quadratic module and preordering. It was

conjectured in [30] that for cases (ii) and (iii), the matrix preordering is saturated for the

natural description and every p ≥ 1.

When the preordering is not saturated for any valid description, there is a weaker

characterization with denominators [30, Theorem D]. It turns out that by an appropri-

ate substitution of variables, both unresolved cases (ii) and (iii) above are equivalent.

Moreover, they are equivalent to the case of a union of a compact interval and a point,

where the degrees in the algebraic certificate of positivity are bounded by the degree of

the given psd matrix polynomial. Let us explain. After applying a suitable substitution

of the variables ϕ, a union of an unbounded interval and a point K becomes a union of

a compact interval and a point ϕ(K), while the given matrix polynomial F , psd on K,

becomes a matrix polynomial G = ϕ(F ), psd on ϕ(K). By the form of the polynomials

in the natural description of K, it is clear the bounds on the degrees of the summands

in the representation of F as an element of the matrix preordering are bounded by the

degree of F and hence the same is true for the corresponding representation of G on ϕ(K).

Conversely, any representation of G as an element of the matrix preordering correspond-

ing to the natural description of ϕ(K), yields a representation of F as an element of the

matrix preordering corresponding to the natural description of K only if the degrees of

summands are bounded by the degree of G. Otherwise non-trivial denominators would

be present in the representation. See also Remark 1.5 for more details.

In this article we answer the conjecture above affirmatively and conclude all univariate

cases of matrix Fejér-Riesz theorem by studying the dual side of solving the corresponding

univariate truncated matrix-valued moment problem on K (K–TMMP). The univariate

K–TMMP where K is an interval (bounded or unbounded) is well understood and solved

using tools from various fields, such as operator theory, complex analysis and linear algebra

[2, 8, 7, 9, 3]. Very recently, the study of operator-valued and multivariate TMMPs has

attracted interest among several authors [16, 13, 22, 14, 15, 20, 21, 5]. In particular, by

[21, Corollary 5.2], the K–TMMP on a compact set K admits a solution if only if the

corresponding linear functional is positive on every matrix polynomial of bounded degree,

psd on K. Usually, this duality is exploited in the scalar case in the direction (⇐) using

certificates of positivity for polynomials. However, our motivation is to use the implication

(⇒) and obtain matricial sum-of-squares certificates by solving the K–TMMP for a given

K.
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1.1. Main results and reader’s guide. Given a p × p univariate matrix polynomial

H(x) =
∑n

i=0Hix
i, whereHi are real matrices, we call an expression of the formH(x)TH(x)

a symmetric square, where H(x)T =
∑n

i=0 H
T
i x

i. An algebraic certificate of positivity

for matrix polynomials on the union of a bounded interval and a point is indeed the best

possible in terms of degree bounds, which solves the conjecture from [30]:

Theorem 1.2. Let K = {a} ∪ [b, c], a, b, c ∈ R, a < b < c, and F (x) =
∑n

i=0 Fix
i be

a p × p matrix polynomial with coefficients Fi being real symmetric matrices and Fn a

nonzero matrix. Assume that F (x) is positive semidefinite for every x ∈ K. Then there

are p× p real matrix polynomials G0(x), G1(x), G2(x), G3(x), each being a sum of at most

two symmetric squares, such that:

(1) If n is even, then

F (x) = G0(x) + (x− a)(x− b)G1(x) + (x− a)(c− x)G2(x),

where the degree of each summand is bounded above by the degree of F .

(2) If n is odd, then

F (x) = (x− a)G0(x) + (c− x)G1(x) + (x− a)2(x− b)G2(x)

+ (x− a)(x− b)(c− x)G3(x),

where the degree of each summand is bounded above by the degree of F .

Theorem 1.2 implies the following positivity certificate for K being a union of a point

and an unbounded interval, which in particular proves that the matrix preordering gen-

erated by the natural description of K is saturated.

Theorem 1.3. Let K = {a} ∪ [b,∞), a, b ∈ R, a < b, and F (x) =
∑n

i=0 Fix
i be a p × p

matrix polynomial with coefficients Fi being real symmetric matrices and Fn a nonzero

matrix. Assume that F (x) is positive semidefinite for every x ∈ K. Then there exist

p× p real matrix polynomials G0(x), G1(x), G2(x), G3(x), each being a sum of at most two

symmetric squares, such that

F (x) = G0(x) + (x− a)G1(x) + (x− a)(x− b)G2(x) + (x− a)2(x− b)G3(x),

where the degree of each summand is bounded above by the degree of F .

When K is a union of a point and two unbounded intervals the positivity certificate is

the following, implying that the matrix preordering generated by the natural description

of K is saturated.

Theorem 1.4. Let K = (−∞, a] ∪ {b} ∪ [c,∞), a, b, c ∈ R, a < b < c, and F (x) =∑n
i=0 Fix

i be a p× p matrix polynomial with coefficients Fi being real symmetric matrices

and Fn a nonzero matrix. Assume that F (x) is positive semidefinite for every x ∈ K.

Then n is even and there exist p × p real matrix polynomials G0(x), G1(x), G2(x), G3(x),

each being a sum of at most two symmetric squares, such that

F (x) = G0(x) + (x− a)(x− b)G1(x) + (x− b)(x− c)G2(x)+

+ (x− a)(x− b)2(x− c)G3(x),

where the degree of each summand is bounded above by the degree of F .
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Remark 1.5. Theorems 1.2–1.4 are equivalent to each other if a suitable substitution of the

variables is applied. Let us assume, for example, that F is a matrix polynomial, psd on

K1 = {a}∪[b,∞), a < b. Define ϕ(x) = − 1
x−a+1

and note that ϕ(K) = {−1}∪[− 1
b−a+1

, 0).

Then the polynomial G(x) := (−x)degFF (− 1
x
+a−1) is psd on ϕ(K) = {−1}∪[− 1

b−a+1
, 0].

Using the positivity certificate for G given by Theorem 1.2 and the equality

F (x) = (x− a+ 1)degGG
(
− 1

x− a+ 1

)
,

we obtain a positivity certificate for F given by Theorem 1.3. Theorem 1.2 thus implies

Theorem 1.3. The other implications follow by similar reasoning.

The paper is organized as follows. In Section 2 we introduce the notation and some

preliminary results. We state the truncated matrix-valued moment problem and establish

the connection with positive matrix polynomials (see Proposition 2.2). In Section 3 we

extend the flat extension theorem for a closed semialgebraic set K in R from the scalar

to the matrix case (see Theorem 3.1). In Section 4 we prove the main technical result,

Proposition 4.1, which allows us to manipulate the value of the matrix moment of degree

0, and is used in Section 5 to solve the truncated matrix-valued moment problem on the

union of a compact interval and a point (see Theorem 5.1). This result together with

Proposition 2.2 then implies Theorem 1.2.

We mention at the end that the approach presented in this paper could be used to

provide degree bounds in the positivity certificates for matrix polynomials on a compact

set K (see [30, Theorem C]), if Theorem 5.1 can be extended to a given K.

2. Notation and preliminaries

Let d ∈ N ∪ {0}, p ∈ N. We denote by Mp(R) the set of p× p real matrices and by Sp

its subset of symmetric matrices. For A ∈ Sp the notation A ⪰ 0 (resp. A ≻ 0) means A

is positive semidefinite (psd) (resp. positive definite (pd)). We use S⪰0
p for the subset of

all psd matrices in Sp. We write 0p×p for the p × p zero matrix. Let tr denote the trace

and ⟨·, ·⟩ the usual Frobenius inner product on Mp(R), i.e., ⟨A,B⟩ = tr(ATB).

Let R[x]≤d stand for the vector space of univariate polynomials of degree at most d.

Let Mp(R[x]) be a set of all p× p matrix polynomials over R[x]. We say F (x) ∈ Mp(R[x])
is symmetric if F (x) = F (x)T . We write Sp(R[x]) for the set of all symmetric matrix

polynomials from Mp(R[x]).

2.1. Positive matrix polynomials and matrix quadratic module. A matrix poly-

nomial F (x) ∈ Sp(R[x]) is positive semidefinite in x0 ∈ R if vTF (x0)v ≥ 0 for every

v ∈ Rp. We denote by
∑

Mp(R[x])2 the set of sums of symmetric squares H(x)TH(x),

where H(x) ∈ Mp(R[x]). Note that by the matrix Fejér-Riesz theorem,
∑

Mp(R[x])2 is

equal to the set of all sums of at most two symmetric squares.

Let K ⊆ R be a closed nonempty set. We denote by Pos
(p)
d (K) the set of p× p matrix

polynomials over R[x]≤d, psd on K, i.e.,

Pos
(p)
d (K) := {F ∈ Sp(R[x]≤d) : F (x) ⪰ 0 for every x in K}.

We call every F ∈ Pos
(p)
d (K) a K–positive matrix polynomial.

Let S ⊂ R[x] be a finite set. We denote by

KS := {x ∈ R : f(x) ≥ 0 for each f ∈ S}
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the semialgebraic set generated by S. The matrix quadratic module generated by

S in Mp(R[x]) is defined by

QM
(p)
S :=

{∑
s∈S

σss : σs ∈
∑

Mp(R[x])2 for each s
}
.

For d ∈ N ∪ {0} we define the set

QM
(p)
S,d :=

{∑
s∈S

σss : σs ∈
∑

Mp(R[x])2 and deg(σss) ≤ d for each s
}
.

We call QM
(p)
S,d the d-th truncated matrix quadratic module generated by S.

Proposition 2.1. If KS has a nonempty interior, then QM
(p)
S,d is closed in Sp(R[x]≤d).

Proof. The proof is analogous to the proof of the scalar result [19, Theorem 3.49], i.e.,

p = 1. □

2.2. Matrix measures. Let K ⊆ R be a closed set and Bor(K) the Borel σ-algebra of

K. We call

µ = (µij)
p
i,j=1 : Bor(K) → Sp

a p× p Borel matrix-valued measure supported on K (or positive Sp-valued mea-

sure for short) if:

(1) µij : Bor(K) → R is a real measure for every i, j = 1, . . . , p and

(2) µ(∆) ⪰ 0p×p for every ∆ ∈ Bor(K).

A point x ∈ K is called an atom of µ if µ({x}) ̸= 0p×p. A Sp-valued measure µ is

finitely atomic, if there exists a finite set M ∈ Bor(K) such that µ(K \M) = 0p×p or

equivalently, µ =
∑k

j=1Ajδxj
for some k ∈ N, xj ∈ K, Aj ∈ S⪰0

p , where δxj
stands for the

Dirac measure.

We denote byMp(K,Bor(K)) the set of all Sp-valued measures and byM(fa)
p (K,Bor(K))

the set of all finitely atomic Sp-valued measures.

Let µ ∈ Mp(K,Bor(K)) and τ := tr(µ) =
∑p

i=1 µii denote its trace measure. A

polynomial f ∈ R[x]≤n is µ-integrable if f ∈ L1(τ). We define its integral by∫
K

f dµ =
(∫

K

f dµij

)p
i,j=1

.

2.3. Truncated matrix-valued moment problem. Let n, p ∈ N. Given a linear map-

ping

(2.1) L : R[x]≤n → Sp,

the truncated matrix-valued moment problem supported on K (K–TMMP) asks

to characterize the existence of a Sp-valued measure µ ∈ M(K,Bor(K)) such that

(2.2) L(f) =

∫
K

f dµ for every f ∈ R[x]≤n.

If such a measure exists, we say that L is a K–matrix moment functional on R[x]≤n

(K–mmf) and µ is its K–representing matrix–valued measure (K–rmm). We

denote by ML the set of all K–rmms for L.
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Equivalently, one can define L as in (2.1) by a sequence of its values on monomials xi,

i = 0, . . . , n. Throughout the paper we will denote these values by Γi := L(xi). If

(2.3) Γ := (Γ0,Γ1, . . . ,Γn) ∈ (Sp)
n+1

is given, then we denote the corresponding linear mapping on R[x]≤n by LΓ and call it a

Riesz mapping of Γ. If LΓ is a K–mmf, we call Γ a K–matrix moment sequence

(K–mms).

The connection between the K–TMMP and K–positive matrix polynomials is the fol-

lowing.

Proposition 2.2. Let n, p ∈ N, Γ as in (2.3) and K a compact set. The following

statements are equivalent:

(1) Γ is a K–matrix moment sequence.

(2)
∑n

i=0Aix
i ∈ Pos(p)n (K) implies that

∑n
i=0 tr(ΓiAi) ≥ 0.

Proof. The proof is verbatim the same to the proof of [8, Lemma 2.3(a)] which deals with

the case K = [0, 1]. Here we emphasize K needs to be compact for the proof to work,

since the set

M(K,n, p) := {Γ = (Γ0, . . . ,Γn) ∈ (Sp)
n+1 : Γ is a K–matrix moment sequence}

needs to be closed. □

Remark 2.3. In [8, Section 5, sentence 2] the authors claim results of [8, Section 2] remain

true if K = [0, 1] is replaced by K = [0,∞). In particular, also Proposition 2.2 should

hold. However, this is not true even in the scalar case (p = 1). This is due to the fact

that M([0,∞), n, 1) is not closed.

2.4. Moment matrix and localizing moment matrices. For m,n ∈ N, m ≤ n
2
and

Γ as in (2.3) we denote by

Mm ≡ Mm(Γ) =
(
Γi+j−2

)m+1

i,j=1
=



Γ0 Γ1 Γ2 · · · Γm

Γ1 Γ2 . .
.

. .
.

Γm+1

Γ2 . .
.

. .
.

. .
. ...

... . .
.

. .
.

. .
.

Γ2m−1

Γm Γm+1 · · · Γ2m−1 Γ2m


the m–th truncated moment matrix. For 0 ≤ i, j ≤ n

2
we also write

(2.4) v
(j)
i =

(
Γi+r−1

)j+1

r=1
=


Γi

Γi+1

...

Γi+j


For f ∈ R[x]≤n an f–localizing moment matrix Hf of L : R[x]≤n → Sp is a block

square matrix of size s(n, f) × s(n, f), where s(n, f) = ⌊n−deg f
2

⌋ + 1, with the (i, j)–th
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entry equal to L(fxi+j−2). Writing Γ
(f)
i := L(fxi), the ℓ-th truncated f–localizing

matrix is

Hf (ℓ) :=
(
Γ
(f)
i+j−2

)ℓ+1

i,j=1
=



1 X X2 · · · Xℓ

1 Γ
(f)
0 Γ

(f)
1 Γ

(f)
2 · · · Γ

(f)
ℓ

X Γ
(f)
1 Γ

(f)
2

. .
.

. .
.

Γ
(f)
ℓ+1

X2 Γ
(f)
2

. .
.

. .
.

. .
. ...

...
... . .

.
. .
.

. .
.

Γ
(f)
2ℓ−1

Xℓ Γ
(f)
ℓ Γ

(f)
ℓ+1 · · · Γ

(f)
2ℓ−1 Γ

(f)
2ℓ


For 0 ≤ i, j ≤ s(n, f) we also write

(2.5) (f · v)(j)i :=
(
Γ
(f)
i+r−1

)j+1

r=1
=


Γ
(f)
i

Γ
(f)
i+1
...

Γ
(f)
i+j

 .

2.5. Generalized Schur complements. Let m,n ∈ N and

(2.6) M =

(
A B

C D

)
∈ Mn+m(R),

where A ∈ Rn×n, B ∈ Rn×m, C ∈ Rm×n and D ∈ Rm×m. The generalized Schur

complement of A (resp. D) in M is defined by

M/A = D − CA†B (resp. M/D = A−BD†C),

where A† (resp. D†) stands for the Moore-Penrose inverse of A (resp. D) [32].

For a matrixM we denote by C(M) its column space, i.e., the linear span of the columns

of M .

A characterization of psd 2×2 block matrices in terms of generalized Schur complements

is the following.

Theorem 2.4 ([1]). Let n,m ∈ N and

M =

(
A B

BT C

)
∈ Mn+m(R),

where A ∈ Sn, B ∈ Rn×m, C ∈ Sm. Then:

(1) The following conditions are equivalent:

(a) M ⪰ 0.

(b) C ⪰ 0, C(BT ) ⊆ C(C) and M/C ⪰ 0.

(c) A ⪰ 0, C(B) ⊆ C(A) and M/A ⪰ 0.

(2) If M ⪰ 0, then rankM = rankA if and only if M/A = 0.

(3) If M ⪰ 0, then rankM = rankC if and only if M/C = 0.
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3. The K–flat extension theorem for a truncated univariate sequence

In this section we extend the abstract solution to the K–TMMP for a semialgebraic set

K from the scalar [6, Theorem 5.2] (see also [18, Theorem 1.6]) to the matrix case.

Theorem 3.1. Let n, p ∈ N, K be a closed nonempty semialgebraic set such that K = KS,

where S = {g1, . . . , gk} ⊂ R[x], and

Γ ≡ Γ(2n) = (Γ0,Γ1, . . . ,Γ2n) ∈ (Sp)
2n+1

be a given sequence. Let vj := ⌈deg gj
2

⌉ and v := max(maxj vj, 1). Then the following

statements are equivalent:

(1) There exists a (rankMn−v)–atomic K–representing matrix measure µ for Γ.

(2) The following statemets hold:

(a) Mn ⪰ 0.

(b) Hgj(n− vj) ⪰ 0 for j = 1, . . . , k.

(c) rankMn−v = rankMn.

Moreover, µ has rankMn−v − rankHgj(n− v) atoms x ∈ R that satisfy gj(x) = 0.

Proof. The nontrivial implication of the theorem is (2) ⇒ (1). Let r := rankMn−v. By

[3, Theorem 2.7.9], there is C ∈ Rp×r and a r × r diagonal matrix D = diag(d1, . . . , dr)

such that Γi = CDiCT for i = 0, . . . , 2n. It remains to show that d1, . . . , dr ∈ K. Let

Vl =
(
CT DCT · · · DlCT

)
for l = 0, . . . , n+ 1.

Note that

(3.1) Ml = V T
l Vl for l = 0, . . . , n.

By assumption (2c), it follows that rankVl = r for l = n− v, . . . , n. Further, for each gj,

j = 1, . . . , k, we have that

0 ⪯ Hgj(n− vj) = V T
n−vj

gj(D)Vn−vj = V T
n−vj

diag(gj(di))
r
i=1Vn−vj .(3.2)

Since rankVn−vj = r, it follows from (3.2) that for each j and each i, gj(di) ≥ 0. This

proves that dj ∈ K for each j. Denoting the i–th column of C by ci, we have that

the K–rmm for Γ is equal to
∑r

i=1 cic
T
i δdi . This concludes the proof of the implication

(2) ⇒ (1).

Let us prove the moreover part. Replacing vj with v in (3.2) we see that

rankHgj(n− v) = r − |{di : gj(di) = 0 and i ∈ {1, . . . , r}}|
= rankMn−v − |{di : gj(di) = 0 and i ∈ {1, . . . , r}}|,

which implies the moreover part. □

Remark 3.2. (1) Note that in Theorem 3.1, v > maxj vj iff vj = 0 for every j. But

then each gj is a nonnegative constant (since K ̸= ∅) and K = R. Then Theorem

3.1 is [3, Theorem 2.7.9].

(2) A d–variate version of Theorem 3.1 for K = Rd and S = {1} is [22, Proposition

4.3] (see also [15, Theorem 6.2] and [21, Theorem 4.3]).
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4. Coflatness implies flatness

Let n ∈ N, L : R[x]≤n → Sp be a linear mapping and f ∈ R[x]≤n. We call:

(1) A moment matrix M⌊n
2
⌋ of L coflat, if rankM⌊n

2
⌋ = rankHx2(⌊n

2
⌋ − 1).

(2) An f–localizing moment matrix Hf coflat, if rankHf = rankHx2f .

The main result of this section, Proposition 4.1, states that for a compact set K ⊆ R
with 0 = minK, under the positivity assumptions, the coflatness of the moment matrix

(resp. the (maxK−x)–localizing matrix) implies its flatness. This will be essentially used

in the solution to the TMMP for a union of an interval and a point, since the coflatness

can be easily achieved by manipulating L(1).

Proposition 4.1. Let K be a bounded closed semialgebraic set with minK = 0 and

maxK = c, c > 0. Let n ∈ N, p ∈ N and Γ = (Γ0, . . . ,Γn) ∈ (Sp)
n+1 be a sequence with

the Riesz mapping LΓ. Assume that Mm is positive semidefinite. If:

(1) n = 2m, Hx(c−x)(m− 1) is positive semidefinite and Mm is coflat, then

(4.1) rankMm = rankMm−1.

(2) n = 2m + 1, Hx(m) and Hc−x(m) are positive semidefinite, and Hc−x is coflat,

then

(4.2) rankHc−x(m) = rankHc−x(m− 1).

In the proof we will need a few lemmas.

Lemma 4.2. Let Γ ≡ (Γ0,Γ1, . . . ,Γn) ∈
(
Sp

)n+1
be a sequence, f ∈ R[x]≤n a polynomial

and m ∈ Z+, m ≤ 1
2
(n− deg f). Then

(4.3) Bm(t)Hf (m)
(
Bm(t)

)T
= H(x−t)2f(x)(m− 1),

where

Bm(t) :=


−tIp Ip 0 · · · 0

0 −tIp Ip
. . .

...
...

. . .
. . .

. . . 0

0 · · · 0 −tIp Ip

 ∈ Mm,m+1(Mp)

is a m× (m+ 1) block matrix with blocks of size p× p.

Proof. First we will show that

(4.4) (Bm(t)Hf (m))ij = Γ
((x−t)f(x))
i+j−2 for 1 ≤ i ≤ m, 1 ≤ j ≤ m+ 1,

where (Bm(t)Hf (m))ij stands for the matrix block in the i–th row and j–th column of

Bm(t)Hf (m). By definition of Γ
((x−t)f)
i , to establish (4.4) we need to prove that

(4.5) (Bm(t)Hf (m))ij = L
(
(x− t)f(x)xi+j−2

)
for each 1 ≤ i ≤ m, 1 ≤ j ≤ m+ 1,

where L is the Riesz functional of Γ. Let (f · v)(j)i be as in (2.5). We have that:

(Bm(t)Hf (m))ij =
(
Bm(t)

(
(f · v)(m)

0 · · · (f · v)(m)
j−1 · · · (f · v)(m)

m

))
ij

=
m+1∑
ℓ=1

(
Bm(t)

)
iℓ
Γ
(f)
ℓ+j−2
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= −tΓ
(f)
i+j−2 + Γ

(f)
i+j−1

= L
(
− tf(x)xi+j−2 + f(x)xi+j−1

)
= L

(
(x− t)f(x)xi+j−2

)
,

which is (4.5).

Finally, (4.3) follows by the following computation:

Bm(t)Hf (m)
(
Bm(t)

)T
=︸︷︷︸

(4.5)

(Γ
((x−t)f(x))
i+j−2 ) 1≤i≤m,

1≤j≤m+1

(
Bm(t)

)T
= (−tΓ

((x−t)f(x))
i+j−2 + Γ

((x−t)f(x))
i+j−1 )1≤i≤m,

1≤j≤m

= (Γ
(−t(x−t)f(x))
i+j−2 + Γ

(x(x−t)f(x))
i+j−2 )1≤i≤m,

1≤j≤m

= (Γ
((x−t)2f(x))
i+j−2 )1≤i≤m,

1≤j≤m

= H(x−t)2f(x)(m− 1),

which concludes the proof of the lemma. □

The following lemma states that the rank of a matrix is a monotone function on the

set of psd matrices with respect to the usual Loewner order, i.e., A ⪰ B if and only if

A−B ⪰ 0.

Lemma 4.3. Let n ∈ N and A,B ∈ Sn(R) such that A ⪰ B ⪰ 0. Then C(B) ⊆ C(A)
and rankA ≥ rankB.

Proof. Since for every X ∈ Sn(R) it holds that C(X) is an orthogonal complement of kerX

with respect to the usual Euclidean inner product, it suffices to prove that kerA ⊆ kerB.

Let us take v ∈ kerA. From 0 = vTAv ≥ vTBv ≥ 0, it follows that vTBv = 0. By

0 = vTBv = vTB
1
2B

1
2v = ∥B 1

2v∥2, it follows that v ∈ kerB
1
2 and thus v ∈ kerB. □

Now we are ready to prove Proposition 4.1.

Proof of Proposition 4.1. First we prove (1). The rank equality (4.1) will follow once we

establish the following two equalities:

C(Mm−1) = C(Hx(m− 1)) = C(Hx2(m− 1)).(4.6)

From

0 ⪯ Mm =

(
Mm−1 v

(m−1)
m

(v
(m−1)
m )T Γ2m

)
=

(
v
(m−1)
0 Hx(m− 1)

Γm (v
(m−1)
m+1 )T

)
,

it follows by Theorem 2.4.(1c) used for the pair (M, A) = (Mm,Mm−1), that

(4.7) C(Mm−1) ⊇ C(Hx(m− 1)).

Similary, from

0 ⪯ Mm =

(
Γ0 (v

(m−1)
1 )T

v
(m−1)
1 Hx2(m− 1)

)
,
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it follows by Theorem 2.4.(1b) used for the pair (M, C) = (Mm,Hx2(m− 1)), that

(4.8) C(v(m−1)
1 ) ⊆ C(Hx2(m− 1)).

The assumption rankMm = rankHx2(m− 1) implies that

(4.9) C(Mm−1) ⊆ C(Hx2(m− 1)).

Hence, by (4.7)–(4.9) we have that

(4.10) C(Hx(m− 1)) ⊆ C(Mm−1) ⊆ C(Hx2(m− 1)).

Note that

(4.11)
1

c

(
Hx(c−x)(m− 1) +Hx2(m− 1)

)
= Hx(m− 1).

Since Hx(c−x)(m− 1) and Hx2(m− 1) are both psd, it follows from (4.11) that

0 ⪯ Hx2(m− 1) ⪯ Hx(c−x)(m− 1) +Hx2(m− 1).

Therefore

(4.12) C
(
Hx2(m− 1)

)
⊆ C

(
Hx(c−x)(m− 1) +Hx2(m− 1)

)
= C(Hx(m− 1)),

where the inclusion follows by Lemma 4.3 used for A = Hx(c−x)(m− 1) +Hx2(m− 1) and

B = Hx2(m − 1), while the equality follows by (4.11). Now (4.12) implies that all in-

clusions in (4.10) are equalities, which proves (4.6) and concludes the proof of the part (1).

It remains to prove (2). We have that

(4.13) rankHc−x(m) = rankHx2(c−x)(m− 1) ≤ rankHx(c−x)(m− 1),

where the equality follows by the assumption, while the inequality follows by the equality

Hx(c−x)(m− 1) =
1

c

(
H(c−x)2x(m− 1) +Hx2(c−x)(m− 1)

)
=︸︷︷︸

(4.3)

1

c

(
Bm(c)Hx(m)

(
Bm(c)

)T︸ ︷︷ ︸
⪰0

+Bm(0)Hc−x(m)
(
Bm(0)

)T︸ ︷︷ ︸
⪰0

)
and Lemma 4.3. Similarly, the inequality

Hc−x(m− 1) =
1

c

(
H(c−x)2(m− 1) +Hx(c−x)(m− 1)

)
=︸︷︷︸

(4.3)

1

c

(
Bm(c)M(m)

(
Bm(c)

)T︸ ︷︷ ︸
⪰0

+Hx(c−x)(m− 1)︸ ︷︷ ︸
⪰0

)
and Lemma 4.3 imply that

(4.14) rankHx(c−x)(m− 1) ≤ rankHc−x(m− 1).

The inequalities (4.13) and (4.14) imply that

rankHc−x(m) ≤ rankHc−x(m− 1),

which is only possible in the case of the equality, whence (4.2) holds and concludes the

proof of the part (2). □
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5. K–TMMP for K being a union of an interval and a point

In this section we solve the K–TMMP for K as in the title of the section. Then we use

this solution to prove Theorem 1.2.

Theorem 5.1. Let n, p ∈ N, a, b, c ∈ R, a < b < c,

K = KS = {a} ∪ [b, c],

where S := {f1, f2, f3} with f1(x) = x− a, f2(x) = (x− a)(x− b), f3(x) = c− x, and

Γ ≡ Γ(n) = (Γ0,Γ1, . . . ,Γn) ∈ (Sp)
n+1

be a given sequence. Then the following statements are equivalent:

(1) There exists a K–representing matrix measure for Γ.

(2) There exists a finitely–atomic K–representing matrix measure for Γ.

(3) One of the following statements holds:

(a) n = 2m for some m ∈ N and

Mm ⪰ 0, Hf2(m− 1) ⪰ 0, and Hf1f3(m− 1) ⪰ 0.(5.1)

(b) n = 2m+ 1 for some m ∈ N and

Hf1(m) ⪰ 0, Hf3(m) ⪰ 0, Hf1f2(m− 1) ⪰ 0 and Hf2f3(m− 1) ⪰ 0.(5.2)

Moreover, if n = 2m, then there is a (rankMn)–atomic K–representing measure for

Γ, while if n = 2m+ 1, there exists at most (rankMn + p)–atomic one.

Proof. The nontrivial implication is (3) ⇒ (2). By applying an an affine linear transfor-

mation of variables we may assume that a = 0, b = 1 and c > 1. Hence, f1(x) = x,

f2(x) = x(x− 1), f3(x) = c− x.

First assume that n = 2m, m ∈ N. Note that Γ0 only appears in Mm, but not in any of

Hx(x−1)(m− 1), Hx(c−x)(m− 1). Let us replace Γ0 by the smallest Γ̃0 such that M̃m ⪰ 0,

where M̃ℓ is the moment matrix corresponding to Γ̃ ≡ (Γ̃0,Γ1, . . . ,Γ2ℓ), 1 ≤ ℓ ≤ m.

Namely, by Theorem 2.4, used for the pair (M, C) = (M̃m,Hx2(m− 1)), we have that

Γ̃0 =
(
Γ1 · · · Γm

) (
Hx2(m− 1)

)†Γ1

· · ·
Γm


and

rankM̃m = rankHx2(m− 1).

By Proposition 4.1, we have that rankM̃m = rankM̃m−1. By Theorem 3.1, it follows

that Γ̃ has a K–rmm of the form
∑r

i=1 cic
T
i δdi , where r = rankM̃m and ci ∈ Rp. Then∑r

i=1 cic
T
i δdi +(Γ0− Γ̃0)δ0 is a (rankMm)–atomic K–rmm for Γ. This proves (3a) ⇒ (2).

Now assume that n = 2m + 1, m ∈ N. Note that Γ0 only appears in Hc−x(m), but

not in any of Hx(m), Hx2(x−1)(m − 1), Hx(x−1)(c−x)(m − 1). Let us replace Γ0 by the

smallest Γ̃0 such that H̃c−x(m) ⪰ 0, where H̃c−x(m) is the moment matrix corresponding

to Γ̃ ≡ (Γ̃0,Γ1, . . . ,Γ2m+1). Below M̃ℓ and H̃f (ℓ) will refer to the moment matrix and the

f–localizing moment matrix of Γ̃, respectively. By Theorem 2.4, used for the pair

(M, C) = (H̃c−x(m),Hx2(c−x)(m− 1)),
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we have that

Γ̃0 =
1

c
Γ1 +

1

c

(
cΓ1 − Γ2 · · · cΓm − Γm+1

) (
Hx2(c−x)(m− 1)

)† cΓ1 − Γ2

· · ·
cΓm − Γm+1


and

rank H̃c−x(m) = rankHx2(c−x)(m− 1).

By Proposition 4.1, we have that rank H̃c−x(m) = rank H̃c−x(m− 1). Let Q0, . . . , Qm−1 ∈
Mp(R) be such that

cΓm − Γm+1 = (cΓ̃0 − Γ1)Q0 +
m−1∑
i=1

(cΓi − Γi+1)Qi,

cΓm+j − Γm+j+1 =
m−1∑
i=0

(cΓi+j − Γi+1+j)Qi, j = 1, . . . ,m.(5.3)

Equivalently, defining

Q̃0 := −cQ0,

Q̃i := Qi−1 − cQi for i = 1, . . . ,m− 1,

Q̃m := cI +Qm−1,

where I is the identity matrix, we have that

Γm+1 = Γ̃0Q̃0 +
m∑
i=1

ΓiQ̃i,

Γm+j+1 = ΓjQ̃0 +
m∑
i=1

Γi+jQ̃i, j = 1, . . . ,m.(5.4)

Let M̃ℓ stand for the ℓ–th truncated moment matrix of Γ̃. Observe that

M̃m =
1

c

(
H̃f1(m) + H̃f3(m)

)
,

whence M̃m ⪰ 0. Let us define Γ2m+2,Γ2m+3,Γ2m+4 by (5.4) used for j = m + 1,m +

2,m+ 3. Note that

Γm+3+j − Γm+2+j =
m∑
i=0

(Γi+2+j − Γi+1+j)Q̃i for j = 0, . . . ,m+ 1,(5.5)

cΓm+2+j − Γm+3+j =
m∑
i=0

(cΓi+1+j − Γi+2+j)Q̃i for j = 0, . . . ,m+ 1.(5.6)

By definition of Γ2m+2 we have that rankM̃m+1 = rankM̃m. If Γ2m+2 ̸= M̃m+1/M̃m,

then the equality of ranks cannot hold, whence Γ2m+2 = M̃m+1/M̃m, Γ2m+2 is sym-

metric and M̃m+1 ⪰ 0. Similarly, by (5.3) and (5.6) we have that rank H̃c−x(m + 1) =

rank H̃c−x(m), whence Γ2m+3 is symmetric, H̃c−x(m + 1) ⪰ 0 and H̃x2(c−x)(m + 1) ⪰ 0.

Further, by definition of Γ2m+4 we have that rankM̃m+2 = rankM̃m+1, whence Γ2m+4 is

symmetric and M̃m+2 ⪰ 0. By (5.4), it follows that rank H̃x(m+1) = rank H̃x(m), whence

H̃x(m+ 1) ⪰ 0. Finally, by (5.5), we have that rank H̃x2(x−1)(m) = rank H̃x2(x−1)(m− 1),
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whence H̃x2(x−1)(m) ⪰ 0. By Theorem 3.1, it follows that Γ̃ has a K–rmm of the form∑r
i=1 cic

T
i δdi , where r = rankM̃m and ci ∈ Rp. Then

∑r
i=1 cic

T
i δdi + (Γ0 − Γ̃0)δ0 is at

most a (rankM̃m + rankΓ0 − Γ̃0)–atomic K–rmm for Γ. This proves (3b) ⇒ (2). □

Now we are ready to prove Theorem 1.2.

Proof of Theorem 1.2. Assume the notation from Theorem 5.1 and let

S̃ =

{
{1, f2, f1f3}, if n is even,

{f1, f3, f1f2, f2f3}, if n is odd.

We have to prove that

(5.7) Pos(p)n ({a} ∪ [b, c]) = QM
(p)

S̃,n
.

This follows by using Theorem 5.1 and Proposition 2.2 for K = {a} ∪ [b, c].

Namely, assume that n = 2m. Note that

Mm ⪰ 0

⇔ ⟨Mm, B⟩ ≥ 0 for every B ∈ S⪰0
(m+1)p

⇔ ⟨Mm, B̃B̃T ⟩ ≥ 0 for every B̃ = (B̃i)
m
i=0 ∈ (Mp(R))m+1

⇔
m∑

i,j=0

tr(B̃T
i Γi+jB̃j) ≥ 0 for every B̃ = (B̃i)

m
i=0 ∈ (Mp(R))m+1

⇔
m∑

i,j=0

tr(Γi+jB̃jB̃
T
i ) ≥ 0 for every B̃ = (B̃i)

m
i=0 ∈ (Mp(R))m+1

⇔
n∑

k=0

tr(ΓkAk) ≥ 0 for every
n∑

i=0

Aix
i =

( m∑
j=0

B̃jx
j
)( m∑

j=0

B̃jx
j
)T ∈ Mp(R[x]≤n)

⇔
n∑

k=0

tr(ΓkAk) ≥ 0 for every
n∑

i=0

Aix
i ∈
∑

Mp(R[x])2.

(5.8)

where the second equivalence follows by noting that every B ∈ S⪰0
(m+1)p is a sum of the

form B̃T B̃ with B̃ ∈ (Mp(R))m+1, while the third equivalence follows by definition of the

inner product and Mm. Similarly, for

f := c2x
2 + c1x+ c0 ∈ {f2, f1f3},
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we have that

Hf (m− 1) ⪰ 0

⇔ ⟨Hf (m− 1, C⟩ ≥ 0 for every C ∈ S⪰0
mp

⇔ ⟨Hf (m− 1), C̃T C̃⟩ ≥ 0 for every C̃ = (C̃i)
m−1
i=0 ∈ (Mp(R))m

⇔
n−2∑
k=0

tr(Γ
(f)
k Ak) ≥ 0 for every

n−2∑
i=0

Aix
i ∈
∑

Mp(R[x])2

⇔
n−2∑
k=0

tr
(
(Γk+2c2 + Γk+1c1 + Γkc0)Ak

)
≥ 0 for every

n−2∑
i=0

Aix
i ∈
∑

Mp(R[x])2

⇔
n∑

k=0

tr(ΓkÃk) ≥ 0 for every
n∑

i=0

Ãix
i = f

( n−2∑
i=0

Aix
i
)

with

( n−2∑
i=0

Aix
i
)
∈
∑

Mp(R[x])2

⇔
n∑

k=0

tr(ΓkÃk) ≥ 0 for every
n∑

i=0

Ãix
i ∈ QM

(p)
{f},n,

(5.9)

By Theorem 5.1, Proposition 2.2 and (5.8), (5.9), we have that

n∑
k=0

tr(ΓkAk) ≥ 0 for every
n∑

i=0

Aix
i ∈ Pos(p)n ({a} ∪ [b, c])

⇔
n∑

k=0

tr(ΓkAk) ≥ 0 for every
n∑

i=0

Aix
i ∈ QM

(p)

S̃,n
.

(5.10)

Since QM
(p)

S̃,n
is closed, (5.10) implies (5.7). Indeed, if QM

(p)

S̃,n
̸⊆ Pos(p)n ({a} ∪ [b, c]), then

there is
∑n

k=0 Ãkx
k ∈ Pos(p)n

(
{a} ∪ [b, c]

)
\ QM

(p)

S̃,n
. By the Hahn-Banach theorem there

is Γ̃ := (Γ̃0, . . . , Γ̃n) such that
∑n

k=0 tr(Γ̃kÃk) < 0 and
∑n

k=0 tr(Γ̃kAk) ≥ 0 for every∑n
i=0Aix

i ∈ QM
(p)

S̃,n
. But this is a contradiction with (5.10).

The proof for n of odd parity is analogous. □

Remark 5.2. (1) By analogous reasoning as in this section one can obtain an alter-

native proof of the [a, b]–TMMP and the corresponding matrix Positivstellensatz.

This proof seems to be more elementary than all of the existing proofs of this case

(e.g. [2, 8, 7, 9]).

(2) For the case of a compact setK which is not a union of at most three isolated points

or a union of an interval and a point, it is known that the positivity assumptions on

localizing matrices at polynomials from the natural description of K, introduced

in [17], are only necessary, but not sufficient conditions for the existence of a K–

rmm. This is due to the fact that there are positive matrix polynomials for which

the degrees in the positivity certificate are not best possible (see [30, Theorem D]).

However, the approach presented in this paper could provide degree bounds in the
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positivity certificate on a compact set K (see [30, Theorem C]), after Theorem 3.1

is extended to these cases.

(3) The main reason why the approach in this section works is the fact that by sub-

tracting the largest possible matrix mass in the isolated point, we obtain a coflat

moment matrix in the case of even degree data and a coflat (c − x)–localizing

moment matrix in the case of odd degree data. Then Proposition 4.1 implies that

the manipulated sequence is K–flat and the conclusion follows by Theorem 3.1.

In particular, this implies that if a K–rmm exists, there always exists a K–rmm

with the largest matrix mass at the isolated point. If K has more components,

more localizing matrices bound from above the mass of the atom in some chosen

point, and in general we cannot achieve coflatness (for reasons of (2) above). It

would be very interesting to extend the approach to such K, by possibly achieving

coflatness in a more involved way and answering the question of degree bounds

from (2) above.

(4) It would be interesting to extend the results of this paper from matrix polynomials

to operator polynomials where the coefficients are bounded operators on a Hilbert

space. The operator Fejér-Riesz theorem for R is true in this setting [25] and also

its version for a bounded or unbounded interval [4, Proposition 3], while it fails

for K, which is a single point [4, §5.1].
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Aljaž Zalar, Faculty of Computer and Information Science, University of Ljubljana

& Faculty of Mathematics and Physics, University of Ljubljana & Institute of Mathe-

matics, Physics and Mechanics, Ljubljana, Slovenia.

Email address: aljaz.zalar@fri.uni-lj.si


